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REMOTE CONTROL APPARATUS USING 
GESTURE RECOGNITION 

CROSS REFERENCES TO RELATED 
APPLICATIONS 

This application is a continuation-in-part of application 
U.S. Ser. No. 10/116,839, filed on Apr. 5, 2002 now U.S. Pat. 
No. 7,369,685, entitled “Vision-Based Operating Method and 
System.” 

FIELD OF THE INVENTION 

The present invention relates to vision-based systems and 
automated gesture recognition. 

BACKGROUND OF THE INVENTION 

Automated gesture recognition was the Subject of consid 
erable study from 1995-2001. An early objective of gesture 
recognition was to recognize sign languages, such as Ameri 
can Sign Language for the deaf. Gestures were processed 
based on a three-dimensional geometry of the human hand. 

Another objective of gesture recognition was control of 
machines, as described in U.S. Pat. No. 5,594,469 to Freeman 
et all entitled HAND GESTURE MACHINE CONTROL 
SYSTEM. The approach used by Freeman et al. was to have 
a hand gesture cause movement of an on-screen displayed 
hand icon over an on-screen displayed machine control icon. 
The hand icon moves the machine control icon in accordance 
with sensed hand movements, to effectuate machine control. 
An advantage of this approach is that a user does not have to 
learn a set of gestures, but instead has to make a series of 
motion and adjust the motions using the hand icon. 

In U.S. Pat. No. 6,002,808 to Freeman entitled HAND 
GESTURE CONTROL SYSTEM, and in Mitsubishi’s pub 
lished report TR-94 entitled TELEVISION CONTROL BY 
HAND GESTURES, hand gestures are sensed optically 
through use of a camera, and converted into a digital repre 
sentation based on horizontal and vertical position of the 
hand, length and width of the hand, and orientation of the 
hand. 

In U.S. Pat. No. 7,058,204 to Hildreth et al. entitled MUL 
TIPLE CAMERA CONTROL SYSTEM, a multi-camera 
technology is described, whereby a person can control a 
screen by pointing a finger. 

SUMMARY OF THE DESCRIPTION 

The ability for a person to interact with devices without the 
need for special external equipment is attractive. The present 
invention concerns a human-computer interactive system and 
method, which captures visual input and processes it into 
commands, such as turn on/turn off, Volume up/volume down 
and other Such commands, which are issued to computer 
controlled devices. The system and method of the present 
invention complement conventional interfaces based on key 
board, mouse, remote control or speech. 

The present invention enables a person to control elec 
tronic devices, such as a television, DVD player, Stereo sys 
tem, game console, lighting fixture and automobile stereo 
systems by making simple hand gestures. 
The present invention works in normal conditions, and also 

in adverse conditions such as low lighting or cluttered back 
ground. The gestures used by the present invention are Sub 
stantially unambiguous; i.e., they stand out from other ges 
tures that a person normally makes with his hand or arm. 
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2 
There is thus provided in accordance with an embodiment 

of the present invention a video processor for recognizing 
gestures, including a video camera for capturing photographs 
of a region within the camera's field of view, in real-time, an 
image processor coupled with the video camera for detecting 
a plurality of hand gestures from the photographs captured by 
the video camera, and a controller coupled with the image 
processor, wherein the controller can be in a dormant mode or 
an active mode, and wherein the controller transitions from 
dormant mode to active mode when the image processor 
detects a progression of two states within the captured pho 
tographs, the two states being (i) a closed fist and (ii) an open 
hand, and wherein the controller performs a programmed 
responsive action to an electronic device based on the hand 
gestures detected by the image processor when the controller 
is in active mode. 

There is moreover provided in accordance with an embodi 
ment of the present invention a method for recognizing ges 
tures, including capturing photographs of a region in real 
time, detecting a plurality of hand gestures, detecting a 
progression of two states within the captured photographs, in 
real-time, the two states being (i) a closed fist and (ii) an open 
hand, and performing a programmed responsive action based 
on Subsequent hand gestures detected after the detecting the 
progression of the two states. 

There is further provided in accordance with an embodi 
ment of the present invention a computer-readable storage 
medium storing program code for causing a computing 
device to capture photographs of a region in real-time, to 
detect a plurality of hand gestures, to detect a progression of 
two states within the captured photographs, in real-time, the 
two states being (i) a closed fist and (ii) an open hand, and to 
perform a programmed responsive action based on Subse 
quent hand gestures detected after the detecting the progres 
sion of the two states. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention will be more fully understood and 
appreciated from the following detailed description, taken in 
conjunction with the drawings in which: 

FIG. 1 is a sketch of two progressive states of a hand 
gesture, in accordance with an embodiment of the present 
invention; 

FIG. 2 is a simplified flowchart of a method for controlling 
an electronic device using automated gesture recognition, in 
accordance with an embodiment of the present invention; and 

FIG. 3 is a simplified block diagram of a system for con 
trolling an electronic device using automated gesture recog 
nition, in accordance with an embodiment of the present 
invention. 

DETAILED DESCRIPTION 

The present invention relates to vision-based automated 
gesture recognition for controlling electronic devices. The 
generic use case is a person who very conveniently controls 
devices in the same room by hand gestures, without having to 
get up from his sofa or to get out of his chair, or upon entering 
a room. The person is monitored by a video camera that 
continuously captures images of his movements. The cap 
tured images are processed by a computer, and are monitored 
for specific hand gestures. Detection of the hand gestures in 
turn triggers a command processor for one or more devices. 

Reference is now made to FIG. 1, which is a sketch of two 
progressive states of a hand gesture, in accordance with an 
embodiment of the present invention. The first state, labeled 
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(i), corresponds to a closed fist in a Substantially stable posi 
tion. The second state, labeled (ii), corresponds to an open 
hand with the fingers outstretched. 

The progression of these two states is readily and unam 
biguously discernible from a series of captured images, even 
under conditions of background clutter and low lighting. 

Detection of the two states in FIG. 11 triggers a command 
processor. In one embodiment of the present invention, the 
command processor is operative to activate at least one of a 
plurality of control commands, in accordance with Subse 
quent hand movements. I.e., detection of the two states of 
FIG. 1 places the processor in a ready mode, whereby subse 
quent hand gestures are used to invoke control commands. 
After the control commands are invoked, the processor 
returns to a dormant mode, until it the next time at which the 
two states in FIG. 1 are detected. 
TABLE I hereinbelow provides example handgestures and 

the corresponding commands that they invoke. 

TABLE I 

Hand Gestures and their Interface Control Commands 

Subsequent hand movements Command that is invoked 

Hand vertically up Volume up 
Hand vertically down Volume down 
Hand up + hand push forward Turn on 
Hand up + hand pullback Turn off 
Hand to the right Increment channel 
Hand to the left Decrement channel 
Hand up + hand to the right Play 
Hand up + hand to the left Pause 

Fast forward 
Reverse play 
End 

Hand up + hand to the right + hand to the right 
Hand up + hand to the left + hand to the left 
Closed fist 

Regarding the Volume up and Volume down commands, in 
an embodiment of the present invention if the person moves 
his hand upwards or downwards then the Volume is increased 
or decreased respectively by a preset amount. If the person 
pauses and then continues to move his hand upwards or 
downwards then the volume is increased or decreased slowly, 
as if a Volume bar is being dragged slowly. 

Regarding the channel increment and decrement com 
mands, in an embodimento the present invention moving the 
hand to the right or to the left increments or decrements a 
channel, respectively. If the person pauses and then continues 
to move his hand to the right or to the left, then the channels 
increase or decrease respectively one after the next. 

It will be appreciated by those skilled in the art that other 
hand movement vs. command relationships are within the 
Scope of the present invention. For example, vertical move 
ments of the hand may control the channels and horizontal 
movements of the hand may control the Volume. 
As listed in TABLE I, in order to increase the number of 

commands that may be invoked via hand gestures, multiple 
hand gestures can be interpreted as a single command. The 
last entry in TABLE I is an “end” command, and serves to 
cancel the alert mode of the command processor without 
invoking a specific command. 
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Reference is now made to FIG. 2, which is a simplified 

flowchart of a method for controlling an electronic device 
using automated gesture recognition, in accordance with an 
embodiment of the present invention. At step 210 a command 
interface for the electronic device is set to dormant mode. At 
step 220, a camera continuously captures frames of a person’s 
movements. When the command interface is in dormant 
mode, control commands are not sent to the device in 
response to the person’s movements. 
At step 230, the captured frames are analyzed for detection 

of the two states illustrated in FIG.1. If the two states are not 
detected, then the command interface remains in dormant 
mode, and the camera continues to captures image frames of 
the person’s movements at step 220. However, if the two 
states are detected at step 230, then at step 240 the command 
interface is set to ready mode. When the command interface is 
in ready mode. Successive gestures made by the person are 
used to invoke control commands to the device. 

At step 250 the camera continues to capture frames of the 
person’s movements, and at step 260 the captured frames are 
processed to identify control commands. For example, the 
frames may be processed to detect one of the gestures indi 
cated in TABLE I, and the appropriate control command is the 
one that corresponds to the detected gesture in TABLE I. At 
step 270 the identified control command is applied to the 
electronic device. 

At step 280, the captured frames are analyzed for detection 
of state (i) of FIG. 1; namely, a closed fist. If state (i) is 
detected, the command processor is then reset to dormant 
mode at step 210, and processing continues as above. At step 
290, a determination is made whether a timeout period has 
elapsed since the most recent control command was detected 
at step 260. If not, the command processor waits for the next 
control command at step 260. Otherwise, the command pro 
cessor is reset to dormant mode at step 210, and processing 
continues as above. 

Reference is now made to FIG. 3, which is a simplified 
block diagram of a system for controlling an electronic device 
using automated gesture recognition, in accordance with an 
embodiment of the present invention. Shown in FIG. 3 is a 
person 310 reclining on a sofa 320 interacting with an elec 
tronic device 330. Such as a television, a play station, or Such 
other interactive entertainment system. A video camera 340 
in the room continuously captures image frames of person 
310's movements. 

An image processor 350 processes the frames captured by 
video camera 340, in order to detect the occurrence of ges 
tures made by person 310 corresponding to the two states 
illustrated in FIG.1L. A controller 360 for device 330 invokes 
control commands based on signals received from image 
processor 350, according to the flowchart of FIG. 2. 
Implementation Details 

Provided below is software source code for recognizing on 
open hand with three consecutive fingers adjacent to one 
another, in accordance with an embodiment of the present 
invention. 

#include “DetectionMains.h 

CDetectionMains::CDetectionMains(PIXEL * image, int luminance, int 
height, int width) 
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The fingers must fit inside an inverted U. 
Table doigt is an array offingers, wherein each finger has 

a thickness and a position. 
In a second phase, the algorithm checks for convexity 

(lines 92-93), to ensure that the upper outline of the 
fingernails is not concave. 

In reading the above description, persons skilled in the art 
will realize that there are many apparent variations that can be 
applied to the methods and systems described. Thus it may be 
appreciated that the present invention applies to multi-player 
games, including interalia card games, chess, racing cars, and 
sports competitions. 

In the foregoing specification, the invention has been 
described with reference to specific exemplary embodiments 
thereof. It will, however, be evident that various modifica 
tions and changes may be made to the specific exemplary 
embodiments without departing from the broader spirit and 
Scope of the invention as set forth in the appended claims. 
Accordingly, the specification and drawings are to be 
regarded in an illustrative rather than a restrictive sense. 

What is claimed is: 
1. A video processor for recognizing gestures, comprising: 
a video camera for capturing photographs of a region 

within the camera's field of view, in real-time; 
an image processor coupled with said video camera for 

detecting a plurality of hand gestures from the photo 
graphs captured by said video camera; and 

a controller coupled with said image processor, wherein 
said controller can be in a dormant mode or an active 
mode, and wherein said controller transitions from dor 
mant mode to active mode when said image processor 
detects a progression of two states within the captured 
photographs, the two states being (i) a closed fist and (ii) 
an openhand, wherein said controller issues a command 
to an electronic device based on the hand gestures 
detected by said image processor only when said con 
troller is in active mode, and wherein said controller 
transitions back to the dormant mode after issuing a 
command. 

2. The video processor of claim 1 wherein said image 
processor also detects if the two states (i)-(ii) occur within 
pre-specified time intervals, one after the next. 

3. The video processor of claim 1 wherein said image 
processor detects the progression of the two states (i)-(ii) 
based on edge filters of the captured photographs. 

4. The video processor of claim 1 wherein said image 
processor detects the progression of the two states (i)-(ii) 
based on motion detection. 

5. The video processor of claim 1 wherein the plurality of 
hand gestures includes moving a hand to the right or to the 
left. 

6. The video processor of claim 1 wherein the plurality of 
hand gestures includes moving a hand up or down. 

7. The video processor of claim 1 wherein the plurality of 
hand gestures includes moving a hand forward or backward. 

8. The video processor of claim 1 wherein the command is 
one of a turn on/turn off command to the electronic device. 

9. The video processor of claim 1 wherein the command is 
one of a Volume up/volume down command to the electronic 
device. 
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12 
10. The video processor of claim 1 wherein the command 

is one of a next channel/previous channel command to the 
electronic device. 

11. The video processor of claim 1 wherein the action 
command is one of a play/pause command to the electronic 
device. 

12. The video processor of claim 1 wherein the command 
is one of a fast forward/reverse play command to the elec 
tronic device. 

13. The video processor of claim 1 wherein said controller 
transitions from active mode to dormant mode when said 
image processor detects a closed fist. 

14. A method for recognizing gestures, comprising: 
capturing photographs of a region in real-time; 
detecting a plurality of hand gestures; 
detecting a progression of two states within the captured 

photographs, in real-time, the two states being (i) a 
closed fist and (ii) an open hand; 

transitioning from a dormant mode to an active mode after 
said detecting the progression of the two states; 

issuing a command to an electronic device based on hand 
gestures detected while in the active mode; and 

transitioning to the dormant mode after issuing a com 
mand. 

15. The method of claim 14 wherein said detecting a pro 
gression also detects if the two states (i)-(ii) occur within 
pre-specified time intervals, one after the next. 

16. The method of claim 14 wherein said detecting a pro 
gression detects the progression of the two states (i)-(ii) based 
on edge filters of the captured photographs. 

17. The method of claim 14 wherein said detecting a pro 
gression detects the progression of the two states (i)-(ii) based 
on motion detection. 

18. The method of claim 14 wherein the plurality of hand 
gestures includes moving a hand to the right or to the left. 

19. The method of claim 14 wherein the plurality of hand 
gestures includes moving a hand up or down. 

20. The method of claim 14 wherein the plurality of hand 
gestures includes moving a hand forward or backward. 

21. The method of claim 14 wherein the command is one of 
a turn on/turn off command. 

22. The method of claim 14 wherein the command is one of 
a Volume up/volume down command. 

23. The method of claim 14 wherein the command is one of 
a next channel/previous channel command. 

24. The method of claim 14 wherein the command is one of 
a play/pause command. 

25. The method of claim 14 wherein the command is one of 
a fast forward/reverse play command. 

26. A computer readable storage medium storing program 
code for causing a computing device: 

to capture photographs of a region in real-time; 
to detect a plurality of hand gestures; 
to detect a progression of two states within the captured 

photographs, in real-time, the two states being (i) a 
closed fist and (ii) an open hand; 

to transition from a dormant mode to an active mode after 
said detecting the progression of the two states; 

to issue a command to an electronic device-based on hand 
gestures detected while in the active mode; and 

to transition to the dormant mode after issuing a command. 
k k k k k 


